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Abstract 

Statistics experiences a storm around the perceived misuse and possible abuse of its methods in the context of 

the so-called reproducibility crisis. The methods and styles of quantification practiced in mathematical 

modelling rarely make it to the headlines, though modelling practitioners writing in disciplinary journals flag 

a host of problems in the field. Technical, cultural and ethical dimensions are simultaneously at play in the 

current predicaments of both statistics and mathematical modelling.  

Since mathematical modelling is not a discipline like statistics, its shortcomings risk remaining untreated 

longer. We suggest that the tools of statistics and its disciplinary organisation might offer a remedial 

contribution to mathematical modelling, standardising methodologies and disseminating good practices. 

Statistics could provide scientists and engineers from all disciplines with a point of anchorage for sound 

modelling work. This is a vast and long-term undertaking. A step in the proposed direction is offered here by 

focusing on the use of statistical tools for quality assurance of mathematical models. By way of illustration, 

techniques for uncertainty quantification, sensitivity analysis and sensitivity auditing are suggested for 

incorporation in statistical syllabuses and practices. 
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1 INTRODUCTION 

The scope, the narrative and the order of exposition of the paper are given in the present introduction.  

1.1 DIFFERENT CRISES 
Mediatic attention (Editors, 2013b) has surrounded the emergence of a crisis in science’s quality control 

apparatus (Benessia et al., 2016; Harris, 2017; Ioannidis, Chen, Kodell, Haug, & Hoey, 2005). Prima facie, the 

crisis concerns the non-reproducibility of scientific findings in a variety of fields such as medicine (Begley & 

Ellis, 2012; Ioannidis et al., 2016), psychology (Open Science Collaboration (OSC), 2015; Shanks et al., 2015), 

economics (Ioannidis, Stanley, & Doucouliagos, 2017), and many others (Saltelli & Funtowicz, 2017), be it 

with important differences among disciplines (Fanelli, 2010). Statistics has been especially targeted as bearing 

responsibility. Common accusations - to which statistics has been quick to respond (Wasserstein & Lazar, 

2016), include poor statistical methods, poor teaching of the same, and disagreements in the profession. The 

angst toward statistics should not surprise; statistics is the coal face of scientific work, and hardly any scientific 

activity is performed without its results being couched in its language. Of course, evidence of sloppy practices 

is not the preserve of statistics, but affect the handling of aspects of research from cell lines to human patients 

(Harris, 2017). 

When interrogated as to the causes of the crisis in statistics, statisticians are quick to point out that this is more 

than just a technical issue. A wrong system of incentives (Leek et al., 2017), the existence of statistical rituals 

(Gigerenzer, 2018; Gigerenzer & Marewski, 2015), and the delicacy of statistical work (Gelman & Loken, 

2013) have all been singled out as relevant contributors.  

What is the situation in mathematical modelling? Mathematical modelling is not a discipline, and 

different research fields go about modelling following disciplinary habits and fashions. Modellers from 

various disciplines have warned that costly, dangerous, and persistent problems with mathematical modelling 

are connected to poor quality control and lack of appropriate standards (Jakeman, Letcher, & Norton, 2006; 

Padilla, Diallo, Lynch, & Gore, 2018). Additionally mathematical model may obfuscate the normative choice 

made in their construction and calibration, as is being now discussed in the controversial use of algorithms in 

many aspects of everyday life (Brauneis & Goodman, 2018). Without an acknowledged core, modelling lacks 

appropriate internal antibodies – in the form of quality standards, disciplinary associations & disciplinary 

journals, and recognized leaders, which would allow modellers as a constituency to issue authoritative 

statements such as those issued by statisticians.    

An important issue seen in mathematical modelling is in the management of uncertainty. Uncertainty 

quantification should be at the hearth of the scientific method, and a fortiori in the use of science for policy 

(Funtowicz & Ravetz, 1990). In statistics the p-test can be misused as to overestimate the probability of having 

found a true effect (Colquhoun, 2014). Likewise in modelling studies certainty may be overestimated, thus 

producing crisp numbers precise to the third decimal digit even in situations of pervasive uncertainty or 
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ignorance (Saltelli, Stark, Becker, & Stano, 2015), including in important cases where science needs to inform 

policy (Pilkey & Pilkey-Jarvis, 2009). Normative and cultural problems naturally compound the problem as 

for the case of statistics. It is an old refrain in mathematical modelling – first noted among hydro-geologists, 

that since models are often over-parametrized, they can be made to conclude everything (Hornberger & Spear, 

1981).  

1.2 STATISTICS AT THE RESCUE? 
Comparing the situation of mathematical modelling with that of statistics it is evident that while the problems 

are likely to be more serious with the former – isn’t it is after all easier to cheat with computer code than with 

actual samples? - the prospects for a solution appear better for the latter. Additionally, statistics is unique both 

in its authority and scope: modellers of all extractions are more likely to listen to statistics than to one another; 

next, statistical and mathematical modelling are proximate by both content – both are avenues for 

quantification - and by pathologies. Finally, according to the nascent field of sociology of quantification, the 

merging of algorithms with big data blurs many existing distinctions: “what qualities are specific to rankings, 

or indicators, or models, or algorithms?” (Popp Berman & Hirschman, 2018). 

1.3 WHERE TO START  
Mapping the route of statistics’ colonization of the infinite field of mathematical modelling is beyond the remit 

of a single paper. But a first track can be illustrated here. If we accepts the practitioners’ hunch that numerical 

hubris and poor accounting of the uncertainty are a key problem, then statistics can step in providing a bedrock 

of methodologies for uncertainty quantification and sensitivity analysis (Saltelli et al., 2008). Most of the best 

practices in uncertainty and sensitivity analysis came from - or can be framed as belonging to - statistics. 

Additionally, there are at the forefront of research in sensitivity analysis a large class of statistical problem in 

classification, variable selection and machine learning where sensitivity analysis can make an inroad which 

would justify and reinforce the concept that sensitivity analysis needs to be part of a statistical syllabus.   

1.4 SENSITIVITY AUDITING  
Just as per the case of statistics, no solution is possible without careful appraisal of the normative and cultural 

dimensions of the problem. For this reason, technical uncertainty and sensitivity analyses have been 

complemented by sensitivity auditing (Saltelli & Funtowicz, 2014; Saltelli, Guimaraes Pereira, van der Sluijs, 

& Funtowicz, 2013) – where concern focuses on the modelling process, on the underlying implicit assumptions 

and norms, as well as on the power relationships and interests underpinning a particular model development. 

Though relatively young, sensitivity auditing is already mentioned in existing impact assessment guidelines 

(European Commission, 2015).  Sensitivity auditing borrows some of its concepts from postnormal science 

(PNS) (Funtowicz & Ravetz, 1993), whose contribution to a reflexive and defensible use of mathematical 

modelling (Ravetz, 1997) is known to practitioners such as (Jakeman et al., 2006). The use of postnormal 

science in and for statistics would deserve a separate essay, perhaps as a continuation of the piece from (Zidek, 
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2006) on this journal which notes how in adversarial settings, where the evidence is held in balance, “there is 

plenty of scope […] for a postnormal statistical scientist”, suggesting that statisticians should be taught PNS 

as an essential ingredient of their training.  

Given the proximity already mentioned among different kinds of quantifications, the present discussion of 

norms in models feeds into past (Bird et al., 2005) and present-day (Muller, 2018) debates on the ethical and 

practical implications of using metrics and algorithms (O’Neil, 2016).  

 

2 STATISTICS AND ITS CRISIS 

The last decade has brought to the attention of the public a crisis in science’s governance and quality-control 

system. Here models rarely appear to forefront. The media talk about ‘wrong science (Editors, 2013b)’ and 

‘trouble at the lab’ (Editors, 2013a), while some academicians declare most published research findings false 

(Ioannidis et al., 2005). The crisis is multifaceted, and manifests itself as the non-reproducibility of scientific 

findings in many fields (Baker, 2015; Begley, 2013; Begley & Ioannidis, 2015) and with a surge in retractions 

of scientific papers (McCook, 2017). A crisis of expertise and the advent of a post-truth society have become 

dominant themes of discourse (Flood, 2016). A new aspect of these phenomena is that entire fields and 

subfields are seen as compromised - the field of empirical economics being a recent addition (Ioannidis et al., 

2017). Other observers deny the existence of a crisis (Fanelli, 2018), while the situation is considerably 

complicated by the political tensions surrounding the use of science in regulation, especially in the US (Saltelli, 

2018).  

   

In statistics abuse or misuse of the p-test (Colquhoun, 2014; Gigerenzer & Marewski, 2015; Leek et al., 2017; 

Singh Chawla, 2017; Wasserstein & Lazar, 2016)  has been singled out by many observers as one of the causes 

of the reproducibility crisis currently affecting science (Editors, 2013b; Ioannidis et al., 2016, 2005; Ioannidis, 

Forstman, Boutron, Yu, & Cook, 2014; Open Science Collaboration (OSC), 2015). Misuse of p-values includes 

p-hacking (fishing for favourable p-values (Shanks et al., 2015)) and HARKing (formulating the research 

Hypothesis After the Results are Known (Kerr, 1998)). Here the desire to achieve a sought for - or simply 

publishable - result may lead to more or less disingenuous fiddling with the data points, the modelling 

assumptions, the statistical analysis, or the research hypotheses themselves (Leamer, 2010). It has also been 

noted that the issue with p-values is just the tip of the iceberg, and that all steps of statistical data analysis may 

suffer from poor quality statistical work (Leek & Peng, 2015).  

Naturally, there are considerable differences among disciplines in terms of cultures and records of quality 

control (Fanelli, Anderson, Vries, Rohanizadegan, & Evangelou, 2010), with Physics often invoked as a model 

to be adopted also in relation to its master of statistical techniques (Horton, 2015; Nuzzo, 2015).  
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The community of statistics exhibits a considerable latitude of opinions on the crisis – the ASA statement 

(Wasserstein & Lazar, 2016) was complemented by as many as twenty-one commentaries by top statisticians 

of different orientation. Statisticians also disagree as to the balance of blame – is it the publish or perish 

zeitgeist  or is it a technical problems to be overcome with better methods (Leek et al., 2017; Saltelli & Stark, 

2018; Stark & Saltelli, 2018). Some point to a deeply rooted cultural problem, linked to the existence of 

statistical rituals and consolidated through the history of the profession (Gigerenzer, 2018). Reflexive thinkers 

draw attention to the delicacy and complexity of statistical work, whereby different outcome can be produced 

even without statisticians having embarked in ‘fishing expedition’ to secure a desired outcome (Gelman & 

Loken, 2013; Ravetz, 2018). 

The disagreements among statisticians is perhaps more apparent than real. There appear to be overall a 

prevailing sentiment that reliance on null hypothesis statistical testing (NHST) should be tempered by other 

methods as well as by a more holistic and integrative view of what constitutes evidence in each and every 

individual analysis (McShane & Gal, 2017).  

The problems remain severe as the crisis of science’s quality control has deep roots (Saltelli & Funtowicz, 

2017). A science which cuts corner is unfortunately ecologically fit (Smaldino & McElreath, 2016) to the 

existing governance arrangement of scientific production (Mirowski, 2011), meaning by this that it tends to 

reproduce itself better than the virtuous sort. Additionally it appear resilient to attempts to reform (Banobi, 

Branch, & Hilborn, 2011; M. A. Edwards & Roy, 2017). Still statistics appears to have taken good note of the 

problem and be committed to identifying solutions.  

3 MALPRACTICES IN MATHEMATICAL MODELLING? 

We have been told that in the field of clinical medical research the percentage of non-reproducible studies 

could reach 85% (Chalmers & Glasziou, 2009). Which is that of mathematical modelling? How can the case 

be made that modelling needs attention, and that its predicaments are possibly more serious than those of 

statistics?  An attempt is made here by reflecting on the vulnerability of modelling work, the existing of rituals, 

the opinion of practitioners, and examples of problematic use of mathematical modelling.   

3.1 VULNERABILITY OF MODELLING 
Historian Naomi Oreskes (2000) has observed that model-based predictions tend to be treated as logical 

inferences as met in the classic hypothetic-deductive model of science’s operation: laws are tested by making 

predictions which are then tested by experiments. If the prediction is not confirmed, then the law is ‘falsified’ 

– in the sense of proven false. For Oreskes a major problem in our use of mathematical models is in assimilating 

them to physical laws, and hence treating their prediction with the same dignity. This is wrong, according to 

Oreskes, because in order to be of value in theory testing, the model-based predictions “must be capable of 

refuting the theory that generated them”. Since models are “complex amalgam of theoretical and 

phenomenological laws (and the governing equations and algorithms that represent them), empirical input 
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parameters, and a model conceptualization” then when a model prediction fails what part of all this construct 

was falsified? The underlying theory? The calibration data? The system’s formalization or choice of 

boundaries? Some of the algorithms used in the model?  

The relation between models and data is often more symbiotic than adversarial. This has been noted e.g. in 

climate studies, where the relation between model and data has been defined ‘incestuous’, exactly to make the 

point that in modelling studies using data to prove a model wrong is not straightforward (P. N. Edwards, 1999).   

 

According to Robert Rosen (Rosen, 1991), a theoretical biologist known for his contributions to complex 

system biology and the definition of ‘anticipatory systems’ (Fuller, 2017), modelling is not a science but rather 

a craft. For Rosen it is impossible to link ‘model’ and ‘system modelled’ within an unambiguous causal 

framework. In other words, given the same system, multiple representations of the system are possible, even 

in the context of a closed set of specifications (Refsgaard, van der Sluijs, Brown, & van der Keur, 2006), 

depending on the expectations and styles of the modellers.  

3.2 RITUALS 
An important analogy between statistical and mathematical modelling is in the ‘ritual’ use of methods. 

Existence of rituals in statistics has been discussed extensively by Gigerenzer (Gigerenzer, 2018; Gigerenzer 

& Marewski, 2015); we similarly call cargo-cult statistics the use of statistical terms and procedures as 

incantations, with scant understanding of the assumptions or relevance of the calculations (Stark & Saltelli, 

2018). As per rituals in modelling the best anecdote is perhaps that offered by Kenneth Arrow. During the 

Second World War he was a weather officer in the US Army Air Corps working on the production of month-

ahead weather forecasts, and this is how he tells the story (Szenberg, 1992): 

The statisticians among us subjected these forecasts to verification and they differed in no way from 

chance. The forecasters themselves were convinced and requested that the forecasts be discontinued. 

The reply read approximately like this: “The commanding general is well aware that the forecasts are 

no good. However, he needs them for planning purposes”. 

Social scientist Niklas Luhmann, discussed in (Moeller, 2006), uses the terms ‘deparadoxification’ to indicate 

the use of scientific knowledge to give a pretention of objectivity, to show that policy decisions are based on 

a publicly verifiable process, rather than on expert’s whim. Along these lines it has been argued that models 

universally known to be wrong continue to play a role in economic policy decisions (Martin, 2018), which 

relates to our discussion of algorithms: authorities may willingly or inadvertently recur to algorithms to 

implements rules which - if applied by human subjects - would be either legislated or made through 

administrative rulemaking. Big data prediction models can be built instead and used without policy decisions 

ever having been the object of a political or at least traceable administrative procedure, as noted by (Brauneis 

& Goodman, 2018). 
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3.3 PRACTITIONERS’ TAKE 
Its state of fragmentation has led to mathematical modelling being a field in which the quality control 

arrangements in place would offer room for improvement. A book on modelling read by all disciplines would 

go some way toward the enhancing the communication of good practices among fields. Unfortunately, such a 

book does not exist. A good work is that of Foster Morrison (Morrison, 1991), though the book is silent about 

verification and validation procedures. These are instead well treated in (Santner, Williams, & Notz, 2003), 

and in (Oberkampf & Roy, 2010). Rosen’s book (Rosen, 1991) contains deep insights from system biology - 

including on causality, and on ‘modelling as a craft’. Still the problem is that none of the these works – 

independently of their merit – can command the necessary epistemic authority in the absence of a disciplinary 

house for modelling.  

 

Padilla and co-workers, having run a survey involving 283 responding modellers, note that the heterogeneous 

nature of the modelling and simulation community prevents the emergence of consolidated paradigms, and 

that as a result verification and verification procedures are a rather trial and error business (Padilla et al., 2018). 

These authors advocate a “more structured, generalized and standardized approach to verification”. Jakeman 

and co-workers – after reviewing several existing checklist and approaches for model quality – note that poorly 

informed non-modeller risk remaining “unaware of limitations, uncertainties, omissions and subjective choices 

in models”, with consequent over-reliance in the quality of model-based inference. On their side model 

developers may oversimplify or overelaborate with the result of obfuscating model use (Jakeman et al., 2006). 

These authors propose a 10 points checklist for model development. Noticeably, the list starts with the steps 

of definition of the model purpose and context, of conceptualization of the task, of choice of the family on 

models & uncertainty specification, before moving to the more usual nitty gritty issues of estimation, 

calibration and verification. The authors make use of model-relevant elements (Ravetz, 1997)  from the 

tradition of postnormal science (Funtowicz & Ravetz, 1993), including NUSAP, a system of pedigree for 

quantitative information (Funtowicz & Ravetz, 1990; van der Sluijs et al., 2005). The list also insists on the 

need for a participatory approach to the construction of model, in the same epistemological tradition.       

3.4 REAL LIFE EXAMPLES 
There are fields where the suffering in mathematical modelling has been more visibly flagged. “Useless 

Arithmetics” (Pilkey & Pilkey-Jarvis, 2009), argues that quantitative mathematical models policy makers and 

government administrators use to form environmental policies are seriously flawed, and offers a host of 

example from AIDS prevention to the stock of fisheries, from mill tailing to costal erosion. An excerpt is 

offered here to give the flavour of the work (p.xiii):  

The discredited Brunn rule model predicts how much shoreline erosion will be created by sea-level 

rise, and since no other model claims to do this, the Brunn rule remains in widespread use. The 

maximum sustainable yield is a concept that fishery models are still using as a mean to preserve fish 

populations despite the fact that the concept was discredited thirty-five years ago. 
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3.4.1 Modelling of a nuclear waste disposal  

One case treated in the book just mentioned is that of the nuclear waste repository at Yucca Mountain. Here a 

key number used in the assessment, the percolation rate of water to the unsaturated repository level - remained 

underestimated by 4 orders of magnitude for more than a decade (Metlay, 2000). Measurements made public 

in 1996 and later confirmed (Campbell, Wolfsberg, Fabryka-Martin, & Sweetkind, 2003) revealed the presence 

of Chlorine-36, a bomb-pulse isotope associated to nuclear explosion at the Bikini Atoll in South Pacific 1963. 

Such a presence implies a travel speed of 3,000 millimetres per years, rather than the range 0.01 to 1 millimetre 

used in the Total System Performance Assessment model, a mathematical computer program made of 13 

models in turn comprised of 286 individual modules. The modelling activity around TSPA has continued 

(Helton, Hansen, & Swift, 2014), tracking the fate of radionuclides thousands of years into the future. The 

author of the present work – likewise guilty - has computed radiological doses to population one hundred 

thousand years into the future (http://www.oecd-nea.org/tools/abstract/detail/nea-0860/). Today he would 

consider that this kind of model-based analyses reliant on the physics, the chemistry, the geology and the radio-

isotopic properties of the waste are a fragile input to the safety case of a nuclear disposal, and that the 

surrounding institutional and social settings and power relations should be the focus of our attention. This 

would appear to be one of those cases where a narrowly defined scientific knowledge would give prominence 

to a restricted agenda of defined uncertainties. (Wynne, 1992) in particular discuss the concept of 

indeterminacy – as distinguished from uncertainty - with the following example: 

will the high quality of maintenance, inspection, operation, etc, of a risky technology be sustained in 

future, multiplied over replications, possibly many all over the world? 

If one contrasts the mathematical precision of TSPA with the confusion and neglect surrounding present day’s 

nuclear waste in dump sites in the US (Diaz-Maurin, 2018) it easy to grasps the meaning of Wynne’s intuition. 

3.4.2 How much will climate cost? 

The community of modellers involved in climate change is not exempt from practices which statistics would 

censor. Treating estimates based on an ad hoc collection of related numerical models with unknown, potentially 

large systematic errors as if they were a random sample from a distribution centred at the parameter is an 

example (Stark & Saltelli, 2018). While modelling the future sea level and temperature appear with all their 

difficulties a meaningful pursuit, that of translating this in percentage of GDP point – the so called ‘costing’ 

of climate change, is by the admission of one key expert in the domain a ‘terra incognita’ (Nordhaus, 1991). 

In this terra incognita modellers venture to investigate - using large mathematical model - the increase in crime 

rate at county level as a result of climate change one hundred years from now (Kopp, Rasmussen, & 

Mastrandrea, 2014; Saltelli et al., 2016, 2015). Modellers from the same community argues for more efforts 

and resources in this venture (Stern, 2015). Both costing climate one hundred years from now and assessing 

the fate of nuclear waste tens of thousands of years from now using quantitative predictive models resonate 

with what Alvin Weinberg called trans-science (Weinberg, 1972), i.e. a practice which lends itself to the 

language and formalism of science but where science cannot provide answers. In the specific case of attaching 

http://www.oecd-nea.org/tools/abstract/detail/nea-0860/
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a cost to climate change, an uncertainty and sensitivity analysis can be shown to support this conclusion: the 

uncertainty of the prediction is so wide as to be useless for reaching a policy conclusion (Saltelli & d’Hombres, 

2010), however we might think that reaching one particular conclusion on this issue amounts to a moral 

imperative toward the planet. 

3.4.3 Finance and economics 

As per economics, conspicuous model failure has been associated with finance (Wilmott & Orrell, 2017), 

relating to models used in the pricing of opaque financial products held partly responsible for the onset of the 

last recession. Philip Mirowski devotes a full chapter in his ‘Never Let a Serious Crisis Go to Waste’ 

(Mirowski, 2013) to disparage the over-reliance of economists on dynamic stochastic general equilibrium 

(DSGE) models used for policy simulation. This theme hit the media when both the US senate and Queen 

Elisabeth asked their economists for clarification about these models’ apparent incapacity to anticipate the 

crisis (Pierce, 2008). Incidentally, DSGE are among the solution proposed to ‘cost’ climate (Stern, 2015). 

Economist Paul Romer har recently coined the neologism ‘mathiness’ (Romer, 2015b), taking issue against 

‘freshwater economists’ (an allusion to the Chicago school in the great lakes region) for their use of 

mathematics as Latin, in the sense that mathematics would be used to distract from underlying ideological 

stances. Romer draws unflattering parallels between macroeconomic and string theory in physics for their 

invocation to “imaginary causal forces” and excessive deference to authority of the profession’s leaders 

(Romer, 2018), and invites (Romer, 2015a) his fellow economists to appreciate the importance of intellectual 

honesty by reading Richard Feynman’s ‘Cargo Cult’ lecture, given at Caltex in 1974 (Feynman, Leighton, & 

Hutchings, 1985). The lecture famously argued that scientific integrity translates into ‘utter honesty’ and 

‘leaning over backwards’ to share all details that could throw doubt on our own analysis: all the information 

should be given to other investigators for them to judge the value of our own contribution. We shall revisit this 

theme in our conclusions.  

3.4.4 Algorithms of ‘math destruction’? 

 Pathologies have been noted in the domain of algorithms – themselves models of a sort, where the use of 

opaquely calibrated models embedding unscrutinised rules is growing  (Mancha & Ali, 2017). In algorithms - 

as well as in modelling, trade secrecy may prevent the dissemination of precisely those models which are most 

widely used (Brauneis & Goodman, 2018). Algorithms today decide upon an ever-increasing list of cases, such 

as recruiting (Alexander, 2016), deciding on carriers - including of researchers (Abraham C., 2016), prison 

sentencing, paroling, custody of minors (Brauneis & Goodman, 2018), with a popular book talking of 

“Weapons of Math Destruction” (O’Neil, 2016). In New York, where algorithms are used by the administration 

for a large array of decisions, the mayor has decided to pursue legislation for “algorithmic audits” (Dwyer, 

2014) and agendas are set to tackle algorithmic governance (Danaher et al., 2017)1.  

                                                            

1 Further references on bias in automated systems can be found at the site https://abebabirhane.wordpress.com/. 
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3.4.5 How many planets do we need?  

The mathematical protocol developed by the Global Footprint Network (GFN) aims to assess man’s impact on 

the planet. Simplifying, this is done by aggregating across scales and compartments different impacts due to 

our use of natural resource into a single number: how much of the planet’s surface we use. Thus, the result of 

the analysis can be communicated as an overall measure of man’s impact, such as the ‘Earth overshot day’, 

e.g.  ‘August 2 is Earth Overshoot Day 2017’ (www.overshootday.org) signifies that in less than 8 months, 

humanity exhausts Earth's budget for the year. This number is problematic. To give an example, the EF 

protocol suggests that we are overshooting the capacity of the planet by about 50%, but the quantity of nitrogen 

used in agriculture alone would already require 2.5 planets to be fixed by natural processes – not just 1.6. The 

1.6 number could become 16 or 160 or infinity, depending on what impact of man is considered – infinity 

corresponding to irreversible processes, e.g. man extinguishing a species by overfishing or by pesticides. 

Several practitioners have objected to the EF; a wealth of references can be found starting from a joint paper 

written by EF proponents and opponent, (Galli et al., 2016). Also noticeable is the negative opinion about the 

EF in the Report by the Commission on the Measurement of Economic Performance and Social Progress led 

by J. Stiglitz, JP Fitoussi and A. Sen (www.stiglitz-sen-fitoussi.fr) (Stiglitz, Sen, & Fitoussi, 2009). This has 

not affected the success of the Ecological Footprint, and its take up by countries, organizations, and media. 

Perhaps part of the resilience of the EF is due to its complex algorithmic nature – more complex to be proven 

false than a non-reproducible p-value in data analysis, in line with our diagnosis that the situation with 

mathematical modelling is worse than in data analysis. Again, the ethical issue comes into the picture, as in 

the experience of the author even informed scientists may speak in favour of the EF for the desirability of the 

message it conveys and the mediatic effect of a crisp, single number capturing all of humanity’s impact on the 

planet.     

4 A MODEST BEGINNING 

A step in the direction of statistics injecting some structure and standards into mathematical modelling would 

be by situating in the house of statistics tools for quality assurance of mathematical models. This is not a 

radically new idea. In the UK a group known as MUCM, for Managing Uncertainty in Complex Models, has 

been active in 2006-2012 on issues of uncertainty in simulation models addressing uncertainty quantification, 

uncertainty propagation, uncertainty analysis, sensitivity analysis, calibration (or tuning, history matching, 

etc.) and ensemble analysis. A quick glance at the project homepage2 shows a strong statistical presence among 

its participants.  

                                                            

2 http://www.mucm.ac.uk/ 

http://www.overshootday.org/
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In this section an illustration is provided of how this approach might work for the specific case of sensitivity 

analysis and sensitivity auditing. This is just an example; it is not the scope of this paper to suggest that these 

methodologies can by themselves lead a thorough reformation of the field.  Reforming modelling will involve 

both the adoption of methods in the practice of research and their insertion into teaching syllabuses. If nothing 

else, the present proposal could represent a low hanging fruit; sensitivity analysis (SA) already uses tools from 

statistics, such as Hoeffding  decompositions (Archer, Saltelli, & Sobol’, 1997), ANOVA, design of 

experiment(Box, Hunter, Hunter, & J. Stuart, 1978), Bayesian formalism for partial variances and moment 

independent methods, and many others. Yet statistics does not normally use tools from SA. This needs to 

change as SA can make a good contribution to problems routinely with in statistics as discussed below.  

In the following two sections we shall present sensitivity analysis and auditing in turn.  

4.1 SENSITIVITY ANALYSIS 
Sensitivity analysis (SA) finds use in a large class of applications, such as model selection, calibration, 

optimisation, quality assurance and many others (Saltelli, 2002b, 2002a; Saltelli et al., 2010; Saltelli, Ratto, 

Tarantola, & Campolongo, 2012; Saltelli, Tarantola, & Chan, 1999; Saltelli, Tarantola, & Campolongo, 2000). 

Sensitivity analysis answers the question ‘Which uncertain input factors are responsible for the uncertainty in 

the prediction?’ SA is distinct from uncertainty analysis (UA), answering instead the question ‘How uncertain 

is the prediction?’ Different disciplines use these terms differently, though e.g. in economics, sensitivity 

analysis is often used to mean what we would call an uncertainty analysis.  

 

Recent reviews of sensitivity analysis are (Emanuele Borgonovo & Plischke, 2016; Norton & John, 2015; Wei, 

Lu, & Song, 2015), while useful textbooks for sensitivity analysis are (Emanuele Borgonovo, 2017; Cacuci, 

2003; Rocquigny, Devictor, & Tarantola, 2008; Saltelli et al., 2008; Saltelli, Tarantola, Campolongo, & Ratto, 

2004; Saltelli, Chan, & Scott, 2000). With time good practices have become consolidated such as the variance-

based measures of sensitivity. These methods decompose the variance of the output into terms of the first order 

and terms of higher orders describing interactions. Another emerging good practice is that of in moment-

independent methods (E. Borgonovo, 2007; E. Borgonovo, Castaings, & Tarantola, 2012; Wei et al., 2015). 

Instead of looking at how factors affect the output variance, these methods look at how they affect the empirical 

probability distribution of the output as generated by the uncertainty analysis. As they look at the entire 

distribution and not just a moment (such as the variance) they are called moment-independent. 
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Sensitivity analysis is acknowledged as a useful practice in model development and application. Its use in 

regulatory setting – e.g. in impact assessment studies – is prescribed in guidelines both in Europe and the 

United States (European Commission(European Commission, 2015), 2015, p. 390-393; Office for the 

Management and Budget(Office of Management and Budget, 2006), 2006, p. 17-18; Environmental Protection 

Agency(U.S. Environmental Protection Agency (EPA), 2009), 2009, p.26).  

 

Regrettably most modelling work does not include a sensitivity analysis, and that the majority of sensitivity 

analyses published in the literature are flawed to the point of irrelevance (Ferretti, Saltelli, & Tarantola, 2016; 

Saltelli et al., 2017).  

A proper uncertainty analysis of the output of a mathematical model needs to map what the model does when 

the input factors are left free to vary over their range of existence. A fortiori this is true of a sensitivity analysis. 

Most UA and SA still explore the input space moving along mono-dimensional corridors, which leaves the 

space of variation of the input factors mostly unscathed. This approach in known as OAT, for moving One 

factor-At-a-Time, and is the one mostly preferred by modellers for a variety of practical reasons, including the 

ease of interpretation of the results (Saltelli & Annoni, 2010). Statisticians would suggest using instead the 

theory of design of experiment (DOE (Box et al., 1978)), also because OAT ignores the existence of 

interactions (factors behaving synergistically), and thus the results based on OAT could dramatically 

underestimate the uncertainty. In a risk analysis this could imply overlooking the conditions for an accident, 

such as e.g. missing the conditions for a runaway reaction in a chemical reactor. This is why in the theory of 

experimental design factors are moved in groups, rather than OAT, to optimise the exploration of the space of 

the factors. Thus, most published SA fail the elementary requirement to properly explore the space of the input 

factors and their interplay, though this finding appears - from the personal experience of the author, discipline-

dependent (Ferretti et al., 2016; Saltelli et al., 2017).  

 

One problem in sensitivity analysis which is clear to the author from the requests he receives is what method 

among the many available should be used. There are many measures for the importance of a factor, so that 

there can then be a different sensitivity analysis from which to arbitrarily pick. This gap urgently needs closing 

with a clear line of argumentation about what should be used when, and foremost why. The sensitivity measure 

adopted must be itself defensible.  

 

Regrettably, techniques for proper uncertainty and sensitivity analysis of model-based inference may tend to 

be eschewed because, in their candour, these techniques may show that the inference itself is too uncertain to 

be of any practical use. An estimate of an investment’s pay-off that gives a range from a large loss to a large 

gain is not what the problem owner may wish to hear. It has been observed by practitioners of different 

disciplines (Funtowicz & Ravetz, 1990; Leamer, 1985, 2010) that, under these circumstances, analysts may be 

tempted to ‘adjust’ the uncertainty in the input until the output range is narrower and conveniently located in 



  

 

 13 

friendly territory. The opposite could also be the case, where the owner of the analysis wishes uncertainties to 

be amplified, e.g. to the effect to deter regulatory interventions. Uncertainty can be used strategically or 

instrumentally, as noted in (Saltelli et al., 2013), and a sound sensitivity analysis can help to make up one’s 

mind about the merits of a case.       

 

It has been noted that doing modelling without sensitivity analysis is like practicing orthopaedics without x-

rays. To a practitioner of uncertainty or sensitivity analysis, the idea of running a mathematical model ‘just 

once’ sounds just as weird. Why would one wish to do so when we all know that at least part of the information 

feeding into the model is uncertain?  

As uncertainty is omnipresent in modelling, putting uncertainty at the core of model quality has a potentially 

unifying potential. Present computing and software capacity allows for most models to be executed repeatedly 

- even and especially at the model development stage. Hence one of the suggestion of the present paper is that, 

whenever feasible, the modelling work takes place within an ideal Monte Carlo driver for uncertainty and 

sensitivity analysis – e.g. the model is never run just once; instead it is systematically fed a sample of input 

values and returns a sample of model output for statistical treatment. If the model runs within a Monte Carlo 

driver then all sources of uncertainty - framing uncertainties, parametric uncertainties, and so on, can be 

activated simultaneously, allowing rapid and useful inferences as e.g. to what contribution each set of 

uncertainties does to the uncertainty in the inference.  In other words: since models offers statements that are 

conditional on their input, this conditionality should be made explicit every time the model is used, including 

and foremost at the stage of model construction. This is a change with respect to the ten-step model building 

procedure suggested by Jakeman and co-workers, where “Quantification of uncertainty” is step N. 9 in the 

checklist. Instead, all steps in the procedure need an uncertainty quantification – e.g. step N.1, “Definition of 

the purposes for modelling” is already a good subject for analysis of uncertainty – e.g. when disagreement 

exist among stakeholders about what scope the analysis should serve.  Likewise, we suggest that “Identification 

of model structure and parameter value” (step N.7) might itself part of an uncertainty and sensitivity analysis 

when for example two or more models were left competing for the task and a decision were to be needed.  

 

4.2 WHAT CAN SENSITIVITY ANALYSIS CONTRIBUTE TO STATISTICS?  
One particular measure used in sensitivity analysis – known as Total Sensitivity Indices 𝑇𝑖 - can have useful 

applications in the field of statistics. A contribution to variable selection in regression is a recent example 

(Becker, Paruolo, & Saltelli, 2014).  

 

While statisticians are familiar with Pearson correlation ratio (which is called Sobol’ first order sensitivity 

coefficient in sensitivity analysis), they are unfamiliar with 𝑇𝑖. These indices capture the influence of all effects 

(in an ANOVA sense) involving a given factor  (Homma & Saltelli, 1996). To make an example, in a system 
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with three independent factors – a simple deterministic model of the form 𝑌 = 𝑓(𝑋1, 𝑋2, 𝑋3) - the total variance 

can be normalized to unit and decomposed as   

𝑆1 + 𝑆2+𝑆3 + 𝑆12 + 𝑆13 + 𝑆23 + 𝑆123 = 1 

Where 𝑆1 is the first order index or Pearson correlation ratio: 

𝑆𝑖 =
𝑉𝑋~𝑖

(𝐸𝑋𝑖
(𝑌|𝑋𝑖))

𝑉(𝑌)
 

The total sensitivity index for factor 𝑋1 is simply  𝑇1=𝑆1 + 𝑆12 + 𝑆13 + 𝑆123. This index can be computed as   

𝑇𝑖 =
𝐸𝑋𝑖

(𝑉𝑋~𝑖
(𝑌|𝑋𝑖))

𝑉(𝑌)
 

𝑇𝑖  can be used - e.g. in variable selection in regression – as a trigger to either choose or not chose a 

particular regressor for the case where the output of interest 𝑌 is a measure of fit of a regression model. Thus 

𝑇𝑖   captures the overall effectiveness of that particular regressor, inclusive of its interactions with the 

choice/not choice of other regressors.  

The extension of this approach to problems commonly dealt with in statistics appears promising. E.g. in 

problems of classification. A new type of classification score can be developed using 𝑇𝑖 to drive the selection 

of the variables. Likewise, when studying features importance with forests of tree; instead or randomizing 

individual columns (this is called permutation feature importance and corresponds to exploring one variable 

at a time – and hence would ignore its interactions with other variables) one can use 𝑇𝑖  as a trigger to select 

columns. The effectiveness of this approach is in principle superior, as we now consider the importance of 

more columns simultaneously – i.e. with their interactions. This can open the door to all a series of 

applications in model selection and validation, including to machine learning, see Table 1. This is just an 

example of a possible applications of a good practice in sensitivity analysis to class of problems dealt with in 

statistics.   

The Journal of the Royal Statistical Society-A has already published articles presenting SA techniques to 

improve the quality of composite indicators, themselves models of sort. While one application is a standard 

application of SA to the building of an indicator  (Saisana, Saltelli, & Tarantola, 2005) the other shows how 

one can reason about the importance of a variable transcending the inevitable contradiction associated with 

the use of weighted linearly aggregated variables (Paruolo, Saisana, & Saltelli, 2013).        

 

Table 1. The dark line separating computable from unknown model needs to be broken  
by showing how modern SA methods can help in a large class of statistical problems 

input Model output 
Concerned 

discipline 

Role of sensitivity 

analysis  

The 𝑥𝑖 can be 

sampled from 
Perfectly known 

𝑦 is in known 

deterministically  

Applied 

mathematics 
Demonstrated 
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given distribution 

for factor 𝑋𝑖  Computable  

�̃� may or may not 

include a stocastic 

component  

Engineering, 

Computer science 

The 𝑥�̃� are data 

points, 

observations   

Unknown 
�̃� are data points, 

observations  
Statistics  Not-applied 

 

 

4.3 SENSITIVITY AUDITING  
Milton Friedman has famously noted that the most significant theories - those most precious for modelling - 

are based on the most unrealistic of assumptions (Friedman, 1953; Reinert, Endresen, Ianos, & Saltelli, 2016). 

This leaves open the questions of deciding what counts as a significant theory, e.g. significant to whom? Joseph 

Stiglitz has more soberly proposed that the beauty of models is in their acting as blinders, which by leaving a 

number of things out allow us to see clearly what happens with those elements which are left in (Stiglitz, 2011). 

Even here there must be criteria, both technical and ethical, to decide that the ‘leaving out’ has been done on 

transparently formulated normative premises and that the model is still both relevant and reasonable.  

The author has heard often modellers claim the ‘neutrality’ of their computer codes. “Computers are 

impervious to the lure of power”, writes a clever statisticians using computers to fight the practice of 

gerrymandering (Cho, 2018). The confusion is here between the worth of one’s cause and the neutrality of 

one’s tool. The opinion of this article is that the technique is never neutral, and hence the use of evidence – 

including quantitative evidence – must be conceived being prepared for an adversarial setting, unless one’s 

work is of very solitary academic confinement. In adversarial settings neutrality should gently morph into the 

relative dependence or independence from arbitrary or implausible assumptions – e.g. in the gerrymandering 

example, to prove that the district’s boundary configuration serves partisan interests.     

Thus, an important element to improve the quality of mathematical modelling should be the extension of the 

technical dimension of uncertainty to the epistemic and normative dimensions. For this we suggest sensitivity 

auditing (Saltelli & Funtowicz, 2014; Saltelli et al., 2013). This approach is very recent and few applications 

are available (Araujo, Saltelli, & Schnepf, 2017; Saltelli & Lo Piano, 2017), though its inclusion into the 

European Commission’s guidelines for impact assessment (European Commission, 2015) appears promising. 

Sensitivity auditing is an extension of sensitivity analysis to cover the entire modelling process, inclusive of 

motivation, power relations, hidden assumptions and normative frameworks. It is based on a seven-point 

checklist:  

 

Rule 1: ‘Check against rhetorical use of mathematical modelling’; this rule tests if the model elucidates 

an issue or rather obfuscates it under a veil of math and computing power;  
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Rule 2: ‘Adopt an “assumption hunting” attitude’; the issues here is: what was ‘assumed out’? What 

are the tacit, pre-analytical, possibly normative assumptions underlying the analysis? 

Rule 3: ‘Detect pseudo-science’; the question here is to detect if the magnitude of model input 

uncertainties has been instrumentally downplayed (e.g. to obtain a positive inference such as e.g. “the 

policy will yield a benefit”) or inflated (e.g. to deter action: “the impact of the policy is unclear”).  

Rule 4: ‘Find sensitive assumptions before these find you’; this is a plea to anticipate criticism and a 

reminder that before publishing one’s results a sensitivity analysis should be run and made available.  

Rule 5: ‘Aim for transparency’; stakeholders should be able to make sense of, and possibly replicate, 

the results of the analysis; 

Rule 6: ‘Do the right sums’; the analysis should not solve the wrong problem - doing the right sums is 

more important than doing the sums right. Here the focus is the identity and the legitimacy of the 

storyteller, and whether other relevant stories could or should be given.  

Rule 7: ‘Focus the analysis on the key question answered by the model, exploring holistically the entire 

space of the assumptions’, see our previous discussion of sensitivity analysis.  

 

Not all rules apply to all models. When a scientific analysis is destined to inform a policy process, the rules 

become a sensible guide to be developed and implemented with the collaboration of the interested stakeholder 

and an extended peer-community (Jakeman et al., 2006; Lane et al., 2011).  

 

Rule six on checking the narratives can be extended to a quantitative analysis of the existing frames, using a 

modicum of quantification to check whether some of the frames can be discarded (Saltelli & Giampietro, 

2017). Examples of this approach are to the Programme for International Student Assessment (PISA) by the 

OECD, (Araujo et al., 2017), to nutrition (Saltelli & Lo Piano, 2017), and to the Ecological Footprint 

(Giampietro & Saltelli, 2014). Issues of trust and legitimacy in quantification as discussed e.g. in (Porter, 1996) 

are also brought to bear in this class of approaches. 

 

In relation to the call for transparency one can note that now several journals demand to ‘see the data’ before 

accepting a paper (Morey et al., 2016) and the open-data scheme is mandatory for all the research projects 

financed under the H2020 framework. Could the same arrangement be achieved in mathematical modelling? 

Requirements to make the model available are not unheard of, see e.g. the US regulatory recommendation 

(Office of Management and Budget, 2006) and the EU guidelines for impact assessment (European 

Commission, 2015). ‘Seeing the model’ does not only mean making the model available. Journals, government 

agencies or regulatory body could consider asking for any modelling work a proof of uncertainty and 

sensitivity analysis, and - when relevant - a discussion of the model’s purpose, funding, validation, 
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assumptions, process/variable included or excluded, data used in its calibration, and so on (Brauneis & 

Goodman, 2018; Jakeman et al., 2006).  

5 FINAL CONSIDERATIONS  

Most modellers I spoke with consent that while complex calculations are now being used to support important 

decisions, important decisions cannot be justified on the basis of calculated results without an understanding 

of the associated uncertainties.  

At the same time – when confronted with the considerations collected in the present text – some elements of 

uneasiness do emerge.  

One is a deep-rooted resistance to idea of non-neutrality of mathematical modelling. There is here an important 

cultural and ritual element at play. That a model can be an avenue of possibly instrumental ‘displacement’, in 

the sense of moving the attention from the system to its model, as discussed in (Rayner, 2012), is still too 

radical for most practitioners to contemplate. Similarly rule one of sensitivity analysis against excessive or 

rhetorical complexity is met with a defence of the complex models on the basis of their capacity to possibly 

‘surprise’ the analyst. Overall it is noted that modelling is too vast an enterprise to be boxed into a single 

quality assurance framework. I believe that material exists to give this process a good start (Oberkampf & Roy, 

2010; Santner et al., 2003).  

A second source of discomfort is the candour – perceived as excessive, of the methodologies advocate here. 

Discovering that one has to arbitrarily compress the uncertainty in the assumptions in order to obtain a useful 

inference (Leamer, 1985) is something best left untried. Worse still if the sensitivity analysis were to reveal 

that the source of the poor (e.g. diffuse) inference is an assumption hard or impossible to nail down or to 

compress to a lower uncertainty. Along the same discomfort axis is that the invasive probing of sensitivity 

auditing may invalidate the use of models by showing the futility of, e.g., too ambitious a cost benefit analysis, 

or by opening the door to relativism – whereby any frame can be upheld given some sort of evidence. These 

doubts are countered here by rule four of sensitivity auditing – that it is better to deconstruct oneself 

systematically than to be deconstructed in the field. This consideration is at the core of good scientific practice, 

as per Robert K. Merton’s principle of ‘Organized Scepticism’ (Merton, 1973), whereby all ideas must be 

tested and subjected to rigorous, structured community scrutiny. An exposition of this principle was given by 

Richard Feynman in his Cargo Cult lecture already mentioned, whereby a rigorous analyst ‘bends backword’ 

to offer to her potential inquisitors all the elements to possibly deconstruct her argument.    

In econometrics Mertonian concerns are known as the ‘honesty is the best policy' approach (Leamer, 2010), 

and is the 10th law of applied econometrics as formulated by Peter Kennedy: ‘Thou shalt confess in the presence 

of sensitivity. Corollary: thou shalt anticipate criticism’ (Kennedy, 2008). This reference to sensitivity analysis 

reconnects us to the topic chosen as an illustration of statistics’ possible rescue of mathematical modelling.  
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How needed is this rescue? Philosopher Jerome R. Ravetz’s prophesized in 1971 that entire research fields 

might become diseased, (p. 179 of the second edition of (Ravetz, 1971)), and noted: “reforming a diseased 

field, or arresting the incipient decline of a healthy one, is a task of great delicacy. It requires a sense of 

integrity, and a commitment to good work, among a significant section of the members of the field; and 

committed leaders with scientific ability and political skill.” It has been argued in the present work that while 

statistics has been seen to possess the disciplinary arrangements and committed leaders to react to a crisis, 

mathematical modelling lacks one. In a recent contribution to the Royal Statistical Society magazine 

‘Significance’ (Stark & Saltelli, 2018) a to-do list is suggested for statisticians eager to help a process of 

reformation of statistical practice and teaching. The present proposal adds a potential item to the list.     
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